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Abstract: Naive implementation of neural networks in the C language
can be tens, or hundreds times faster than usage of common neural
networks frameworks. Simplicity of neural networks learning algorithms
goes well with the automatic vectorization in recent versions of GNU C
Compiler and in the result native builds are much faster than generic,
and newer CPUs are significantly faster than just few years old ones. 
 We will show possible gains.  Concrete speedup depends on the
topology of the network and on the CPU itself. To measure it, we prefer
the classic Connection updates per second (CUPS) training speed
metric, which is more universal and more practical than task-specific
benchmarks. “To measure” is important, as the interplay of topology,
framework and hardware is complex.  Our C code for neural networks
training and support tools for automation of the CUPS curves
measurement are on GitHub.
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